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Executive Summary 

The continuously increasing business dependence on IT services has resulted 

in a proportional increase of data centers number, scale, and server density. 

In particular, financial and other monetary related applications are 

characterized by large percentages of intense decimal floating point 

computations, which are bound by stringent regulatory precision 

requirements. These applications typically utilize a software layer to handle 

the required floating point precision and the conversions between binary 

hardware and decimal input and output data, resulting in excessive 

processing delay. 

Coprocessor decimal floating point hardware acceleration is a flexible and 

inexpensive approach that enables direct processing in decimal format. DFP 

overall computation time speedup close to 20~30 times can be achieved, 

depending on application profile and accelerator’s dimensioning. With up to 

90% of many financial applications’ time spent on performing DFP 

arithmetic, the savings could be very significant. Savings result from the 

reduction of the time needed to accomplish the DFP computation workloads 

on the hardware accelerator in comparison to the time needed to 

accomplish them on the sever CPU by software.  

Total cost of ownership can be cut down at both capital and operational 

expenditure levels thanks to DFP arithmetic speedup. Proportional cut down 

of consumed energy, and hence complying with regulatory requirements for 

contribution to harmful gas emissions, is equally achieved. These reachable 

cut downs imply relaxed hardware dimensioning, infrastructure, and real 

estate; as well as reduction in operational costs related to energy 

consumption and service management. The result is more economic data 

center operation, opening doors for perhaps previously unforeseen business 

opportunities. 
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Financial data centers—requirements & opportunities 

 Business and government dependence on networked IT applications is growing 
at an unprecedented rate. IT service providers, whether external (commercial) 
or internal to a specific organization, are shaping up as autonomous operational 
entities conforming to provider-customer service management standards. These 
synergies have resulted in a substantial global increase in data centers’ number, 
scale, and server density; clearly indicating a need to manage regulatory 
compliance, capital and operational cost, energy spending, and application 
performance. 

 Regulatory organizations (such as Sarbanes Oxely in the U.S.) impose auditory 
requirements to ensure corporations’ financial integrity that include, among 
several other aspects, financial accuracy. Centers running financial and 
monetary related applications such as banks, insurance companies, stock and 
currency exchanges, and telecoms billing departments are subject to stringent 
accuracy requirements; most relevantly in relation to decimal (natural) number 
fractions. 

 Financial applications are indeed characterized by intense Decimal Floating Point 
(DFP) calculations that may use up to more than 90% of the overall data 
processing capacity. Since binary number processing is well known of its 
inherent inability to precisely represent decimal fractions; software application 
components have been developed to process numbers in decimal format. This 
has typically resulted in a performance penalty in terms of processing time and 
server utilization. 

 To address the DFP accuracy requirements and maintain feasible processing 
performance, hardware DFP coprocessors have been developed and 
implemented. Further to resolving the accuracy issue and alleviating the decimal 
processing and I/O bottlenecks, these coprocessors can be properly optimized to 
speed up the DFP operations execution time. This economic performance 
improvement possibility has created opportunities for data center operators to 
deliver higher “accuracy compliant” processing throughput and thus improve 
servers’ effective utilization. 

 Higher server DFP throughput, achieved through hardware computation 
speedup, implies a reduction of the number of servers needed to carry the same 
workload without compromising performance and dependability. The higher the 
percentage of DFP arithmetic operations within the financial application, the 
better the chances are to cut down on the number of servers; saving on both 
energy consumption and total cost of ownership (TCO). 
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 Achieving suitable DFP execution speedup therefore creates better business 
opportunities for financial and telecoms billing data centers and supports the 
global effort of reducing the environmentally harmful gas emissions resulting 
from coal, oil, and gas operated power stations. From server software and 
hardware vendors’ perspective, hardware acceleration performance gains 
enhance the economic competitiveness of their products. This is particularly 
true when accelerators can be customized to match applications’ performance 
according to their known characteristic or benchmarked DFP arithmetic 
operations profile.  

 This paper provides a comprehensive quantitative analysis demonstrating the 
potential energy consumption and TCO savings thanks to the computation 
speedup introduced by deploying DFP hardware accelerators. The analysis 
highlights the threefold benefit of deploying accelerators: accuracy compliance, 
performance gains, and cost reduction. 

Enhancing application (DFP) performance 

 Improving application performance is a continual development process that 
involves hardware, software, and server systems level innovation. There is not one 
specific approach that is known to accomplish certain level of performance gain for 
such a wide range of applications. 

Software performance improvement mainly rely on more efficient algorithms, 
middleware, and backend implementations. Hardware performance is typically 
enhanced through operating at higher “realizable” clock rates and deploying more 
processor parallelism and pipelining. Server level performance has been mainly 
associated with virtualization and multiprocessing. The following treatment to the 
performance enhancement approaches is within the context of supporting DFP 
while improving processing performance. 

Software solutions 

 DFP support has been introduced through a number of software packages like 
Java’s BigDecimal, IBM C/C++ DecNumber, SAP NetWeaver DECFLOAT data type, 
and Intel DFP Math library (Anderson, 2009; Hartman, 2007). The main purpose of 
adding DFP software packages was handling numbers in decimal format to achieve 
the required DFP precision. Integrating built-in decimal data types in business and 
financial applications features a flexible generic solution to the problem of binary 
floating point inaccuracy. However, software DFP is still much slower than binary 
floating point computation and may result in an inevitable application slow down.  
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Server-level solutions 

  Systems 
architecture techniques 
such as virtualization, 
multiprocessing, and 
server consolidation 
serve a number of 
generic data center 
computational and 
operational issues…  

They may or may not 
support DFP; and they 
address a wider range 
of objectives than 
focused and application 
tuned DFP co-
processing and 
acceleration solutions. 

Server efficiency may be loosely defined in our context as the relative amount of 
data that can be processed by one or more applications, while maintaining speed 
and accuracy requirements. From a systems perspective, effective server 
utilization can be improved by one (or both) of the following approaches: 1) Higher 
degree of processor sharing (virtualization); and/or 2) Economy of scale 
(multiprocessing, consolidation). 

Virtualization is the process of running multiple virtual machines (guest operating 
systems) over the same server platform (host hardware and operating system). 
Virtualization improves server utilization in case the server is initially underutilized; 
something that can be measured by monitoring the activities of system and 
applications processes. There are other drivers to implementing virtualization than 
improving server utilization; such as business continuity, prototyping and testing, 
and security. Virtualization could significantly improve the processing efficiency of 
a server that is not heavily loaded, but it is not optimized to achieve that solely. 

Recently, IBM released its enterprise class server System z9, powered by the novel 
Power6 processor, which incorporates DFP acceleration in compliance to IEEE 754-
2008 standard. System z9 is a high-end multiprocessor, packed with hardware 
enhancements targeting a wide range of objectives and applications (Duale, 2007). 

 The system ran a power benchmarking study, driven by a Java workload, which 
showed that the system power usage scaled very efficiently with increasing the 
workload with same number of processors and also when increasing the number 
of processors from 4-8 to 12-16 units. The metric IBM used for this study was the 
percent transactions per busy KW, which decreased by 10% (Stahl, 2007). 

There was no mention in this study of the contribution of incorporating processor 
level DFP to reducing used power. The study did not target specific applications or 
computational patterns. The focus of the study was to demonstrate that general 
purpose multiprocessing boosts performance with a fair impact on the average 
per-processor energy consumption. 

Hardware solutions 

 Well known approaches to improve general purpose hardware efficiency involve 
parallelism and pipelining at different hardware levels, caching performance  
enhancement, alleviating I/O bottlenecks, and/or deploying special purpose 
coprocessors (such as the abundant graphics and video coprocessors). 

 The use of special purpose DFP coprocessors may work with any of the above 
approaches, adding the value of satisfying floating point precision requirements. A 
server system whose performance and/or utilization are enhanced through any of 
these approaches would still reap full benefits of specialized, configurable, 
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application-specific coprocessor accelerators. This is especially true given the ease 
and flexibility of deploying FPGA based accelerators which have a standard PCIe 
interface. 

Hardware DFP acceleration 

 

  Hardware DFP 
acceleration does not 
only speed up financial 
and other monetary 
applications, but it also 
allows flexible and 
configurable sizing to 
match application DFP 
arithmetic operations 
profile.  

All monetary related applications require precision that is hindered by binary 
floating point number representation. The later is handled by conversion and 
manipulation software that results in increasing the data center’s IT workload and 
consequently utilizing more servers and consuming more electric power.  DFP 
precision has been the main motive driving the development of decimal computer 
arithmetic, which was standardized in IEEE 754-2008 and implemented in both 
software and hardware, as summarized in previous section. 

DFP arithmetic co-processing mainly contributes to reducing energy consumption 
and overall capital and operational cost through the acceleration speedup that 
enables reducing the number of servers. There are also few more specific factors: 

Therefore… optimizing 
performance and 
energy reduction by 
realizing speedup 
where it is mostly 
needed. 

▪ The energy consumption of an FPGA-based hardware DFP accelerator is lower than 
that of the processor performing an equivalent operation. 

▪ Eliminating the software layer necessary for the mapping the application’s “natural” 
decimal number representation and the processor’ “inherent” binary 
representation speeds up execution time and improves server utilization. 

▪ Re-configurability of FPGA-based accelerators enables optimizing the arithmetic 
coprocessor core units sizing to match the application’s known DFP arithmetic 
operations profile. 

Main operations in financial applications 

 A study by IBM using an industry recognized decimal Telco billing benchmark 
showed that over 86% of execution time is spent in just four basic decimal 
operations: addition, multiplication, rescaling, and number packing. Core 
financial computations demonstrate comparable percentage of decimal 
operations times (Shulte, 2008). 

 Further, benchmarks performed by Wisconsin University Michael Schulte’s group 
(Wang et Al., 2009) reported the following percentages of execution times for a 
number of financial and telecoms billing applications (numbers are rounded to 
nearest whole percent integer):  
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▪ Banking: 75% of execution time is spent in DFP; with 43% spent in division and 

multiplication, and the rest in addition or other adder-supported operations 

▪ Euro conversion: 93% of execution time is spent in DFP; with 63% spent in division 
and multiplication, and the rest in addition or other adder-supported operations 

▪ Risk assessment: 85% of execution time is spent in DFP; with 27% spent in division 
and multiplication, and the rest in addition or other adder-supported operations  

▪ Telco benchmark: 79% of execution time is spent in DFP; with 28% spent in 
multiplication, and the rest in addition or other adder-supported operations 

 The percentages reported above  indicate the following: 

▪ These four main DFP-intensive financial applications average 83% of DFP 
execution time with a standard deviation off this percentage of less than 8%. 

▪ Applications do approach, and may exceed, the 90% DFP mark. 

There is no generic acceleration solution for all DFP-intense financial 
applications. Some are heavy on multiplication and division (or one of the two 
operation types). Addition, and other operations that can be supported by a 
hardware decimal adder, constitute one to two thirds of the overall DFP 
execution percentages. 

The above demonstrates that a reconfigurable implementation of hardware DFP 
coprocessor accelerator is most fitted to optimize the performance-cost 
tradeoff. 

Application centric DFP acceleration 

 SilMinds was first to demonstrate that hardware DFP acceleration solutions, 
based on the IEEE 754-2008 standard, not only eliminate the floating point 
accuracy issue but also slash the total cost and the amount of consumed energy 
in the process, potentially by orders of magnitude.  

 While a high end system such as IBM’s z9 offers a ready solution with potentially 
lower overall data center energy consumption, it comes at a significantly high 
cost and offers little flexibility of adoption into existing datacenter’s 
infrastructure. Hardware DFP accelerators on the other hand offer many 
advantages : 

 
▪ Easy adoption into existing servers 

▪ Strict DFP precision with multiple rounding modes 

▪ Boosted DFP computational speed 

▪ Overall energy conservation 
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FPGA-based DFP accelerators 

 Hardware decimal arithmetic can be realized at processor, coprocessor, or 
accelerator card level. Several architectures provided limited support for fixed 
point only, such as Intel x86, IBM PowerPC, HP PA-RISC, and Motorola 68x. More 
recently, IBM system z9 processor has incorporated instruction-level DFP 
support. 

 SilMinds has pioneered the technology innovation to be first to produce DFP 
intellectual property (IP) cores and FPGA-based accelerator solutions for either 
in-socket or PCIe interface plug-in. 

 Industry trends favor FPGA based accelerator products, over ASIC integration, 
due to their flexible nature that allows degrees of freedom for customizing, 
sizing, and testing of DFP functional units to meet target application demands. 
Quoting Industry Analyst Clive Maxfield’s article Binary Coded Decimal (BCD) 101 
- Part 1,” EE Times, 2007: 

 “The decimal-encoded formats and arithmetic described in the IEEE standard for 
floating point arithmetic is shipped in IBM's Power6 processor. But the most 
interesting arena may well be the creation of FPGA-based decimal arithmetic 
coprocessors to serve the financial and commercial markets.” 

 Maxfield added later in his article:  

“A standard for decimal arithmetic is available; also a variety of hardware 
platforms and a selection of robust tools are available. The only thing missing is a 
library of decimal arithmetic IP cores that can be accessed by the various design 
and development tools.” 

 The FPGA solution can easily accommodate prototyping, field testing, and 
deployment of custom configured and dimensioned DFP core units, based on the 
application’s decimal computing profile. FPGA units run at much lower clock rate 
than the main microprocessor and consume a smaller amount of the energy that 
the processor would consume for an equivalent DFP workload. The lower 
accelerator clock rate, especially with respect to main processor clock, does not 
imply an execution bottleneck due to the effective core unit pipelining and 
potential parallelism. 

SilMinds FPGA-based accelerator benchmarks 

 This section describes a benchmark conducted by SilMinds to assess the potential 
speedup factor and power reduction that can be achieved by adopting hardware 
DFP accelerators. 

http://www.eetimes.com/design/programmable-logic/4015106/Binary-Coded-Decimal-BCD-101--Part-1
http://www.eetimes.com/design/programmable-logic/4015106/Binary-Coded-Decimal-BCD-101--Part-1
http://www.eetimes.com/design/programmable-logic/4015106/Binary-Coded-Decimal-BCD-101--Part-1
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Telco Benchmark The Telco benchmark was run on a Linux machine based on a 64-bit, 2.8 GHz, AMD 
Athlon II X2, and 2GB of RAM. The PCIe based DFP hardware accelerator card was 
installed on the machine PCIe slot. The benchmark was run in both the normal and 
the hardware accelerated modes. The results showed that the DFP computation 
time speedup due to hardware acceleration is in the order of 80 times compared 
to a software decimal solution (overall runtime speed up of about 6 times). The 
speedup factor, shown in Figure 1, depends on the application workload, the 
accelerator design, and the server hardware configuration. 

 This benchmark illustrates the enormous application speedup promised by 
hardware DFP accelerators and the dependence on the application decimal 
computations profile. FPGA-based accelerators offer an excellent means for 
testing and dimensioning coprocessor designs to maximize the speedup and/or 
the energy reduction benefit. 

 

 

Figure 1: Computation speedup thanks to deploying SilMinds FPGA accelerator 

  



                                                                                                                 White Paper – October 2010 

        

 
Hardware DFP Accelerators: 
Reducing Financial Data Center Energy Consumption and TCO                                           P. 10 
 

Energy reduction evaluation 

 A large financial data center may be comprised of tens or hundreds of server 
racks. Each containing between 20 and 128 servers, depending on the server 
packaging configuration (2U, 1U, or blade). 2U and 1U servers each has their own 
enclosures with power supply and fan. Multiple blade server cards are typically 
packaged within a common enclosure, sharing components such as power supply, 
fans, and network cards. The industry trend is leaning towards deploying higher 
density server packaging (Patterson, 2007). 

 The energy consumption issue is beyond what is used by electronic components 
to function. Much of the energy consumed is turned into heat, requiring further 
localized, enclosure/rack wide, and center wide cooling. The energy consumed by 
cooling and power supply losses is equivalent to the amount of energy that is 
effectively used for IT functions–about half of the total energy (Rasmussen, 2010).  

Figure 2 below provides a simplified formulation of the hardware accelerator’s 
impact on reducing the data center’s energy consumption. 

 

 

Figure 2: Illustration of the main factors contributing to reducing data center’s power 

 According to the blade server power analysis conducted in (Economou, 2006), an 
average energy consumption breakdown among components server running a 
floating point workload can be characterized as follows: 

 
▪ CPU: 37% 

▪ Memory: 40%  

▪ Peripherals (incl. network access and server power supply losses): 18% 

▪ Hard disk: 5% 
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Energy saving model 

 To quantify the reduction of energy consumption thanks to hardware DFP 
acceleration, we need to consider the following factors:  

 
▪ Reduction of required servers due to expedited DFP computations 

▪ Reduction of energy consumed by FPGA-based accelerator with respect to that 
consumed by the processor for the same decimal workload 

 The following variables are first defined: 

 N Total number of servers in data center 

 Psvr Power supplied to a single server 

 Pctr Power supplied to the whole data center 

 Pctr_ax Power supplied to the data center when FPGA-based DFP accelerators 
are in place  

 Πproc Fraction of server power used by processor with DFP workload (~ 37%) 

 Πax Fraction of server power used by accelerator + processor 
communication overhead 

 TDFP Fraction of server time spent by application on DFP workload (~ 35-
95%) 

 SDFP Speedup factor in pure DFP operations 

 SAPP Overall Application Speedup factor  

 NS Effective number of data center servers needed to run the same DFP 
workload with hardware acceleration speedup factor of S 

 Referring back to Figure 3, the model makes the following assumptions and 
simplifications: 

 
▪ The interdependencies among cooling energy at the server, rack, and center level 

are ignored due to the numerous possible combinations of rack and server 
physical configurations. Rack configurations in terms of server type (1U, 2U, or 
blade) are also not considered. 
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▪ Speedup is considered as an input to the model, regardless of its anatomy in 
terms of overall processing times, and its dependence of accelerator’s 
configuration (and hence throughput). 

▪ Power supplied for cooling in addition to power supply losses is assumed to match 
IT workload power one-to-one. 

 The total power usage of the data center when DFP acceleration based on FPGA 
cores is in place can be expressed in terms of the server power supply 

 Pctr = 2 N Psvr 

In any application, we assume that a Fraction TDFP of its time is consumed in pure 
DFP operations. These DFP operations will be speeded up by using the DFP 
hardware accelerator by a speed up ratio equal to SDFP. We can then calculate 
the overall speedup in the application using the following equation: 

                SAPP = 1/[1 - TDFP + (TDFP/SDFP)] 

An estimate of the effective “reduced” number of servers, with an overall 
acceleration speedup SAPP, is 

 Ns = N/SAPP 

                     = N [1 - TDFP + (TDFP/SDFP)] 

In most cases, with proper code vectorization and in high computation intensity 
applications, SDFP is very high and ranges in near to hundred which makes the 
fraction TDFP practically eliminated. This can further simplify the equation for Ns 
to: 

 Ns = N [1 - TDFP]                       |                       SDFP >> 1 

And the same for S 

                SAPP = 1/[1 - TDFP]                    |                       SDFP >> 1 

Where the above expression for SAPP represents the practical upper limit for 
accelerating an application which has a fraction TDFP of its execution time 
consumed in pure DFP operations 

The total data center power when no hardware DFP acceleration is in place can 
be expressed as: 

 Pctr_ax = 2 Ns Psvr (1 + Πax - Πproc) 

Finally, the fraction of center power usage when there is no acceleration with 
respect to that when hardware FPGA-based acceleration is 

 Pctr_ax/Pctr = (1 + Πax – Πproc) (1 – TDFP ) 
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Since the number of servers that are required to process a certain workload in a 
certain time can be decreased by accelerating these servers, the data center’s 
power consumption can be decreased and hence this decreases the datacenter’s 
energy consumption by the same ration of power reduction 

Assuming Πax value of 0.3 and Πproc value of 0.37, the percentage reduction in 
energy or power can be given by: 

1 - Pctr_ax/Pctr = 1 - (1 + Πax – Πproc) (1 – TDFP ) 

                       = 1 - 0.93 * (1 – TDFP ) 

                       = 1 - 0.93 / SAPP 

 Figure 3 Plots the calculated percentage energy reduction and illustrates that a 
speedup of 100% (SAPP=2) will achieve more than 50% energy reduction. 
Considering potential higher overall speedup factors towards 20 times, energy 
can be reduced by nearly same ratio since thanks to the reduction in number of 
servers. 

 

 

Figure 3: Percent reduction in Data Center energy (wide range of SApp) 

 Note that there is indeed a relationship between Πax and Πproc that is not 

considered analytically since it can only be determined in the existence of an 
actual and complete runtime scenario. When an accelerator card is instated, it is 

expected that Πproc is greater than Πax, but the model does not enforce this 

assumption. Initial benchmarks showed that the energy used by the lower-clock 
FPGA-based accelerator, in addition to the energy used for processor 
communication overhead, does not exceed the energy consumed by the 
processor in the absence of hardware DFP acceleration. 
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 It is out of the scope of this model to examine the micro details of how the 
speedup relates to the overall server energy as well as the fore mentioned 
fractions due to the strong dependence on application decimal computation 
profile, server and rack configuration, and accelerator dimensioning. 

 It is expected to see that the percent saving in the overall center energy with 
hardware acceleration compared to that without hardware acceleration is 
independent of the center’s server population and each server’s delivered 
energy, based on the assumption that the server processor and accelerator 
power fractions used are independent on the last (server power).  

 Due to the fact that just a DFP speedup of 2 results in about 50% of overall 
center energy saving, and partly due to the assumed independence of speedup 
on processor and accelerator power fractions, it is hard to observe a significant 
change in the energy saving beyond a speedup of 10. This in itself is an 
impressive result; demonstrating that the deployment of properly dimensioned 
and delay-energy-optimized DFP FPGA-based accelerators in data centers 
running applications with intense DFP computations can save an enormous 
amount of energy. At an average U.S. rate of 10 cents per KW.hr, a 4 MW center, 
costing over $ 3.5 million per year, could potentially incur annual savings 
between $ 1.7 and 2.8 million (U.S. Environmental Protection Agency, 2007). 

Energy-Delay Product (EDP)ɂA generic metric 

 It has been established in (Gonzales, 1996) and emphasized in (Fahmy, 2009) 
that normalized EDP is the most suitable metric for evaluating the combined cost 
performance benefit of a (co)processor design. The FPGA-based DFP accelerator 
architecture would be a definitive winner, applying this metric, since it offers two 
to three orders of magnitude improvement in EDP as a conservative estimate. 

 Since demonstrating the reduction in energy consumption (with both economic 
and environmental implications) is one objective of this paper, we meant to 
demonstrate that proper hardware accelerator sizing and design optimization 
can achieve impressive energy savings and performance gains. This is particularly 
true when used for financial and billing applications that highly demand 
accelerated and accurate DFP processing. 

Data center carbon footprint 

 Carbon footprint is an expression of the amount of Carbon Dioxide (or equivalent 
greenhouse gases) emitted due to a certain industrial activity. From an 
environmental viewpoint, quantifying the size of carbon footprint helps devise 
strategies to reduce its harmful effects through better production process 
management. 
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 Being infamously recognized as a “white collar” industry, IT is widely renowned 
as a green and environment friendly technology. The increasing high energy 
consumption of the continuously expanding data centers makes it significantly 
less so. It is worthwhile for IT vendors and service providers to lead in 
considering the environment and taking all possible measures to make IT a 
“greener” industry. 

 Carbon emissions are estimated based on the method of power generation with 
coal and gas being the least environment friendly methods, while renewable 
energy techniques such as solar, wind, hydraulic, and nuclear exhibit very low 
figures. Estimating a data center Carbon footprint is an involved process that 
takes into account not only the energy consumption but also the contribution of 
all manufactured material that are used to construct a functional data center.  

 It will be noted in the following section, in process of evaluating TCO reduction 
that hardware DFP acceleration and the resulting reduction of server population 
indirectly contribute to reducing all infrastructure related material. Therefore, 
the business case extends to meeting U.S. and EU regulatory requirements of 
reaching certain carbon footprint reduction goals (Bouley, 2010). 
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TCO reduction evaluation 

 While energy consumption is a considerable data center cost component, its 
reduction evaluation was treated separately in the previous section due to its 
autonomous importance and environmental implications. TCO is calculated over 
a data center’s life time in terms of initial capital expenditures (CapEx) and 
operational expenditures (OpEx).  

The life cycle of a data center civil infrastructure is typically estimated in the 
order of 10-15 years. IT hardware and software, on the other hand, have an 
estimated life cycle of 3-5 years whereby several of their components may be 
subject to major upgrades or total replacement at the end of a life cycle. 
Reducing TCO contributes to economic provisioning of IT services and creates 
opportunities to enhance services scope, functionality, and performance. 

TCO breakdown and dependencies 

  The three broad D.C. 
TCO categories are:  IT, 
energy, and 
infrastructure. The 
objective is to evaluate 
TCO as a function of 
speedup thanks to DFP 
accelerator card. 

Table 1 presents an overview of the categories and cost elements that contribute 
to the financial data center’s TCO and explains the contribution of hardware DFP 
acceleration to its overall reduction. The three broad TCO categories are: 

▪ IT service provisioning 

▪ Electric energy supply 

▪ Infrastructure; including civil, power generation, air conditioning, and low current 
appliances. 

While the forthcoming somewhat simplified evaluation model does not consider 
all details of cost components, these are presented in Table 1 for sake of 
completeness. 
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 CapEx OpEx 

IT service provisioning Capex(IT) Opex(IT) 

Financial app. Servers 

hardware platforms & 

software licenses 

Fewer Servers  lower investment in hardware 

platforms and software licenses, better 

opportunity for more dependable redundancy 

policy, relaxed constraints on server density 

Lower hardware and software maintenance cost, 

lower operational cost (incl. staffing cost), lower cost 

of incidental hardware or software upgrades 

Other servers and 

hardware/software: 

storage, networking, 

security, etc. 

Fewer Servers  proportional reduction in sizing 

with respect to reduction of core applications 

servers, better opportunity for networking and 

storage bandwidth utilization 

Proportional reduction in cost of hardware and 

software maintenance and incidental upgrades 

ITSM (IT service 

management; also O&M: 

operations & maintenance) 

 Fewer Servers  reduced cost of operational 

tools and operations center infrastructure 

Proportional reduction in cost of tool maintenance, 

operational staff salaries, and standards compliance 

Energy supply N/A Opex(energy) 

IT energy N/A Fewer Servers  Energy spending reduction by 10-

80%, depending on acceleration and DFP 

operations intensity 

Cooling energy, UPS 

losses, low current 

N/A A one-to-one cooling energy reduction, with 

respect to that of IT 

Infrastructure Capex(infra) Opex(infra) 

Floor real estate Fewer Servers  reduction of area (purchased 

or leased) due to reduction of number of racks 

(work cells) 

Possibly lower annual lease 

UPS & CRAC Fewer Servers  reduced equipment 

dimensioning (number of UPSs, UPS MW, 

cooling horsepower) 

Proportional reduction in maintenance cost 

Equipped racks Fewer Servers  reduction of number of racks 

or enabling use of cheaper lower density ones, 

potential lower rack power and cooling 

requirements 

Proportional reduction in maintenance cost 

CSA (Civil, Structure, and 

Architecture) 

Fewer Servers  Reduction proportional to 

area reduction 

Proportional maintenance cost reduction 

Low current & mechanical 

infrastructure:  lighting, 

physical security, seismic 

safety, etc. 

Fewer Servers  Reduction proportional to 

area reduction 

Proportional maintenance cost reduction 

Table 1: An overview of potential TCO savings as a result of DFP acceleration-driven 
computation speedup and consequent reduction of core financial hardware/software 
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The table clearly shows that DFP acceleration resulting speedup and consequently 

reduced server population is the key to reducing both CapEx and OpEx. Figure 4 below 

illustrates the high-level cost elements and their inter-dependencies.  

 

 

Figure 4: Illustration of the dependencies among TCO categories and cost elements 
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TCO model assumptions 

 There are naturally many detailed intricacies across the relationships between the 
various cost components that do not need to be involved in the cost model at this 
point. The model objective is to capture the trends that result from speedup and 
provide acceptable estimates of both absolute and percent TCO savings, based on 
average market pricing assumptions.  

  Only a data center 
in planning is worth 
consideration in this 
analysis 

It is reasonable for sake of analysis, to consider that the subject data center is in 
planning and design phase. This is, for one reason, since the reduction of servers 
makes most sense when the center is still being dimensioned. For another, that 
the center’s area, power supply, and cooling needs; which are already in place if 
the center is, are dependent on the number of servers.  

It is not out of question to consider similar analysis for an existing center, where 
one could assume that reducing the online servers could leverage better 
redundancy. Due to the relatively short IT systems lifecycle and the fact that 
capital expenditures would have been made already, we don’t find this 
consideration of much real value to our current study. 

 The following costing assumptions are made in evaluating TCO with and without 
accelerator speedup. 

 
▪ All core financial servers are of size 1U, counting 40 servers per rack. 

▪ Server power is between 400 and 800 Watts (rack power is then 16-32 KW). 

▪ Cost of a 42U rack (including installation) is $ 2000. 

▪ Center cooling follows the hot-aisle cold-aisle layout; so work cell area (one rack + 
two aisles) is about 20 Sq.ft. 

▪ Data center core financial application servers are fully utilized with a DFP workload 

percentage (TDFP) range of 60-90%. 

▪ Cost of IT service management center and staffing is not included in this model. 

▪ Cost of annual hardware maintenance contracts is 2-3% of the equipment value. 
Same applies to UPS and CRAC (Computer Room Air Conditioning) systems. 

▪ Redundancy policy for all IT and high current hardware (UPS and CRAC) is 1:1. 

▪ Idle hot standby, servers consume each 10-20% of power supplied. 

▪ Cost of energy is $0.1/Kw.hr Cost of center air conditioning related equipment is 
$1K per Ton (The U.S. standard measurement unit for HVAC air flow capacity is a 
Ton, which is equivalent to 400 cubic feet per minute, or CFM). A low density rack 
with 1U servers requires 750 CFM. So, the CRAC equipment cost per low density 
rack is about $2K (TPC, 2010). 

▪ Cost of UPS is $500 / KW (~KVA). 

▪ Cost of civil infrastructure (lighting, alarms, etc.) = $220/Sq.ft (Patterson, 2007). 

▪ OpEx is calculated assuming a one-time 5-year center life cycle. 

  

http://www.tpc.org/tpcc/results/tpcc_results.asp
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TCO reduction analysis 

 TCO estimates for typical financial datacenters are presented in figure 5, in millions 
of U.S. Dollars, for speedup range of 1 to 20.  

Figure 5 shows that the cost is proportional to the number of servers at no 
speedup (SAPP=1) and when speedup is in effect thanks to acceleration. It also 
illustrates the trend noted before in energy saving—that a speedup of 2-3 cuts 
down on cost by about 50%; and that further speedup reduces cost by smaller 
percentages as speedup increases. This agrees with the benchmark observation, 
that due to I/O overhead, an application is likely to achieve an overall speedup of 
5x to 12x.  

 The graphs are plotted for speedups of up to 20 to illustrate the “relative” 
saturation trend. However, it is clear that most of the benefit from speedup can be 
demonstrated in a speedup range that is below 15.  

 

 

Figure 5: Datacenter TCO in Millions of USDs versus speedup. Assuming an accelerator card 
price equal to server price of $4000 for different number of servers in the datacenter 

ranging from 100 to 2000 servers 
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 In figure 5, an accelerator card price that is equal to the server price was assumed. 
However, if the accelerator card price is higher, the TCO saving will definitely 
decrease The analysis done has tried to estimate the sensitivity of the TCO 
reduction to the accelerator card price. To simplify the analysis, the accelerator 
card price was assumed to be a multiple of the server price with a minimum limit 
of 1x and a maximum limit of 5x the server price. 

Figure 6illustrates the percent TCO saving versus overall application speedup while 
varying the accelerator card price relative to server price. The figure plot assumes a 
server price of $4000.  

It is clear how the card price has a much higher effect in low ranges of application 
speedup. As the speedup ratio is raised above 10, the variation in percentage TCO 
saving becomes limited to only 20% for a card price variation from 1x to 5x the 
server price. 

  

 

Figure 6: Percentage saving in datacenter TCO versus the speedup ration assuming 
different price ranges for the accelerator card 
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 In Figure 7 It is simple to observe the same trends shown for absolute total costs. It 
is also interesting to note that the percent TCO reduction is independent on the 
number of servers. This is mainly because our calculations have deliberately 
ignored cost components that introduce nonlinearities of scale, such as the IT 
operations center (where number of staff and workstations, for example, would 
not scale linearly with number of servers).  

Overlooking such non-linearities enables us to focus on the trends and the 
expected percent reductions without being distracted by detailed fractional cost 
elements. It is true that our main concern in this paper is observing relative TCO 
reduction in terms of DFP intensity and accelerator speedup. 

It is also interesting to note that various financial applications differ in their 
average DFP operations and hence may have different possible speedup factors. 
Six different applications can be spotted in the plot of figure 8 showing the 
expected TCO saving that can be achieved by using the DFP hardware acceleration 
technology based on the expected speedup values of these applications. 

 

 

 

Figure 7: Percent TCO reduction, independent of server population showing expected 
achievable reduction for various financial applications types 
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Conclusions 

 Financial data centers are required to comply with decimal fraction precision 
requirements by regulatory bodies. Binary digital computing is inherently 
incapable of achieving adequate precision. The problem used to be addressed by 
incorporating a software package to manage decimal number conversions and 
processing. Software decimal arithmetic handling causes slowing down in 
application run time and consuming more energy (processor running DFP 
arithmetic consumes close to 40% of the overall server power). Meanwhile, 
general purpose hardware solutions cannot be simply tailored to meet specific 
application demands. 

 SilMinds offers a library of IP core units that perform all DFP operations at high 
speed and with low energy consumption. The units can be combined in proper 
designs to fit the application DFP computation profile and furnish the required 
speedup, while maintaining the “required” floating point precision. Customized, 
FPGA-based, accelerator cards that plug in-socket or into the PCIe bus are 
available to fit this purpose. Very significant energy savings (up to 40-80% of 
server power) may be saved at less than 10 x speedup factors; which depends on 
the extent to which DFP computations dominate the application profile. This is 
indeed the case with the multitude of financial and monetary related 
applications. 

 Hardware DFP acceleration saves energy and contributes to the regulations 
requirements of carbon gases emissions. It also saves capital and running costs in 
data centers characterized by intense DFP operations. Making IT services more 
economic through improving data processing throughput and therefore needing 
less computing power (servers) for the same workload acts as a catalyst for this 
whole niche market of the IT industry.  

 Server hardware and software vendors deploying reconfigurable acceleration will 
afford more economically competitive and application tuned hardware and 
software platforms. The current industry trend of high-end software vendors 
taking charge of supporting the provisioning of hardware platforms imply a closer 
attention to the specific application requirements. It is past to treat all 
applications equally without regard to the anatomy of their intrinsic incidentally 
frequent and repetitively ensemble numerical operations. 

 Further, beyond compliance and savings; advancing the state-of-the-art 
computational performance helps realize now infeasible business options and 
create novel business opportunities. IT service management has gained attention 
and concern as a customer focused and business oriented layer, on top of the 
application layer. IT service creation is one such phase of the service 
management life cycle, whereby economically feasible application performance 
enhancements would act as a platform to the introduction of more sophisticated 
service options and capabilities. 
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